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Panel Conditioning Effects in Longitudinal Social Science Surveys: Implications for Measuring Social and Economic Well-Being

ABSTRACT

Does participating in one wave of a longitudinal survey affect respondents’ reports of their social and economic well-being in follow-up survey waves? If survey participation does alter respondents’ subsequent answers to questions about their social and economic well-being, then this calls into question the validity of information derived from any number of widely used data resources. In this paper, we estimate the magnitude of what methodologists have called panel conditioning or “time-in-survey” effects. Previous efforts to estimate the magnitude of panel conditioning effects have utilized methodologically weak designs and have focused on consequences for a limited range of measures. We use a stronger research design and use large-scale survey data on a wide range of measures of individuals’ social and economic well-being to test a series of theoretically derived hypotheses about the circumstances under which panel conditioning effects should be most severe. Preliminary results generally support these hypotheses.
Panel Conditioning Effects in Longitudinal Social Science Surveys: Implications for Measuring Social and Economic Well-Being

Longitudinal surveys provide great methodological leverage in making causal inferences and in understanding processes that unfold over time. Despite their tremendous value for research in the social sciences, public health, and other academic and applied fields, longitudinal surveys also present a variety of unique methodological problems. Among the least well understood of these problems is known as “panel conditioning,” or bias introduced when answering questions in one wave of a longitudinal study alters respondents’ answers to parallel questions in subsequent waves.

Does participation in one wave of a longitudinal survey affect respondents’ subsequent reports of their social and economic well-being? For example, are people’s labor force behaviors—or at least their self-reports of their labor force behaviors—altered by repeated participation in a longitudinal survey that asks detailed questions about labor force participation? Do people’s descriptions of their educational attainments change as a result of periodically answering questions about whether they successfully made various educational transitions? If partaking in one wave of a longitudinal survey does alter participants’ responses to subsequent questions about their social and economic well-being—either because their actual well-being changes or because the quality of their reports of their well-being changes—then this calls into question the quality of information derived from any number of widely-used longitudinal data resources.

Unfortunately, prior attempts to identify panel conditioning (or “time-in-survey”) effects have suffered from three important limitations. First, as described below, most existing research has drawn on methodologically weak or flawed research designs that conflate biases resulting from panel conditioning with those resulting from panel attrition. Second, previous efforts to estimate the magnitude of panel conditioning effects have generally focused on consequences for a narrow range
of measures of individuals’ attitudes, behaviors, or characteristics. Third, few investigators have systematically tested theoretically-derived hypotheses about the circumstances under which panel conditioning effects will be large, small, or non-existent. As a result, it is not clear how pervasive or how serious panel conditioning effects are, and there are no established guidelines available to researchers that might help them to decide when panel conditioning is worth worrying about.

In this paper, we will address three research questions. First, does answering questions about social and economic well-being in one wave of a longitudinal survey alter respondents’ answers to parallel questions in subsequent survey waves? Is respondents’ social and economic well-being—or at least their subsequent reports of their social and economic well-being—influenced by the act of responding to related questionnaire items in previous survey waves? Second, under what conditions might users of longitudinal survey data on social and economic well-being expect panel conditioning effects to be serious and under what conditions might they expect such effects to be weak or non-existent? Does the magnitude of panel conditioning biases vary by the nature of the aspects of social and economic well-being under consideration and/or by the manner in which they are measured? Third, what substantive implications might panel conditioning have for our understanding of inequalities in social and economic well-being? By way of example, is the presence of panel conditioning enough to alter conclusions about the relationship between gender and labor force participation? Or race/ethnicity and educational attainment?

In this project, we will take advantage of unique design features of the U.S. Current Population Survey (CPS) and the German Socioeconomic Panel (SOEP) to test a series of hypotheses concerning the presence and degree of panel conditioning in measurers of social and economic well-being. The strong research design and the breadth and variety of survey items under consideration, as we elaborate in the sections that follow, allow for a better understanding of the significance of panel
conditioning and the circumstances under which its effects may be more or less serious. Again, this is no small matter for users of longitudinal survey data. If participation in a panel study substantially alters respondents’ subsequent reports of their social and economic well-being then it is imperative to develop techniques to avoid panel conditioning and/or to account statistically for its effects. Although scholars have carefully developed methods to deal with other problems associated with longitudinal research—for example, panel attrition—much less attention has been paid to what may be an equally serious source of bias.

The remainder of this paper is organized into four sections. In the section that follows, we appraise prior research on panel conditioning effects. In the second section, we outline a series of theoretically-derived hypotheses concerning the conditions under which panel conditioning should be more or less severe. Next, we provide a brief discussion of our research design, including a description of our technique for minimizing complications related to panel attrition. Finally, we present an abbreviated sketch of our results. In addition to expanding and elaborating on the sections included in the present draft (particularly the sections describing our research design and results), the final version of this paper will also include an empirical exercise illustrating the substantive implications of panel conditioning for research on social and economic well-being.

PRIOR EVIDENCE

The potential impact of panel conditioning has been recognized since at least 1940, when Lazarfeld (1940: 128) noted that “the big problem yet unsolved is whether repeated interviews are likely, in themselves, to influence a respondent’s opinions.”

The earliest research to address Lazarfeld’s “big problem” focused not on opinions but instead on voting behaviors. Initially spurred on by Clausen’s (1968) serendipitous finding that participation in a pre-cursor to the National Election Study (NES) appeared to increase voter turnout in the 1964
U.S. presidential election, researchers have repeatedly concluded that participation in the NES and other political opinion polls increases voter turnout (Anderson, Silver, and Abramson 1988; Bartels 1999; Kraut and McConahay 1973; Traugott and Katosh 1979; Yalch 1976). For example, using an experimental design, Kraut and McConahay (1973) found that being interviewed before a primary election doubled respondents’ probability of voting in that election (as validated by precinct records). Likewise, as part of an effort to validate respondents’ self-reports of their voting behavior against administrative records Traugott and Katosh (1979: 376) found that “some respondents were stimulated to vote by the very act of being interviewed.”

There is also evidence that panel conditioning affects responses to more widely-used major national U.S. surveys. It has long been understood, for example, that the panel design of the CPS (described in more detail below) has the consequence of leading to some degree of panel conditioning bias in estimates of unemployment rates. Bailar (1975; 1989), Shockey (1988), and others have demonstrated that for any particular calendar month unemployment rates for respondents in their initial month in the CPS rotation are higher than those for respondents who have been in the panel for longer. Indeed the issue has made its way into documentation about the design of the CPS (U.S. Bureau of Labor Statistics 2000), where Table 16-10 shows that in September 1995 the unemployment rate for CPS respondents in their first month in the sample was 6.6 percent higher than for CPS respondents as a whole in that month. The implication is that CPS respondents are less likely to be unemployed, or less willing to report unemployment, after their initial CPS interview.

On the other hand, there do not appear to be similar biases in the Survey of Income and Program Participation (SIPP) (McCormick, Butler, and Singh 1992; Pennell and Lepkowski 1992). Indeed, research on the impact of survey participation on a number of other behaviors—including consumer spending (Bailar 1989; Silberstein and Jacobs 1989), medical care expenditures (Corder and
Horvitz 1989), and news media consumption (Clinton 2001)—shows few such effects. For example, Sen (1976) found no evidence that participating in a survey about bird hunting affected a group of Canadian hunters’ subsequently reported bird hunting behaviors as compared to an equivalent group that did not participate in the baseline survey.

Researchers in the U.S. and England have demonstrated effects of panel conditioning on survey respondents’ attitudes on a wide variety of subjects (Sturgis, Allum, and Brunton-Smith Forthcoming; Veroff, Hatchett, and Douvan 1992; Waterton and Lievesley 1989; Wilson, Kraft, and Dunn 1989). For example, in an effort to estimate the magnitude of panel conditioning effects Veroff et al. (1992) randomly assigned newlywed couples to one of two groups: one that participated in frequent and intensive interviews about marital satisfaction and well-being over the course of four years and another that participated in minimal and infrequent interviews over that period. The authors concluded that “compared to the control group, the study group had significantly higher variance in their reported marital satisfaction in the second year of marriage, reflecting the fact that a greater number of study group respondents reported low satisfaction. By the fourth year, however, the marriages of the study group couples appeared to be better adjusted on several dimensions of marital quality” (p.315).

Not all researchers seeking to estimate the impact of panel conditioning on attitudes, however, come to similar conclusions. Wang, Cantor, and Safir (2000), for instance, compare members of the National Survey of America’s Families panel who were interviewed in 1997 and 1999 to a randomly selected fresh cross-section of respondents who were only interviewed in 1999. A comparison of responses by members of the longitudinal and cross-sectional samples revealed statistically significant differences for only 4 of 32 behavioral and attitudinal items after controls for compositional differences between the two groups.
Critique of the existing literature

These generally mixed results about the existence and magnitude of panel conditioning effects may have to do with weaknesses of the research designs used to detect such effects. Most researchers have proceeded by comparing survey responses from members of a longitudinal panel to those from members of an independent cross-sectional sample (Bartels 1999; Clinton 2001; Sobol 1959; Wang, Cantor, and Safir 2000; Waterton and Lievesley 1989). Details of the problems with this design have been carefully laid out elsewhere (e.g., Holt 1989; Sturgis, Allum, and Brunton-Smith Forthcoming). Most importantly, such a design confounds panel conditioning effects with panel attrition effects (Sturgis, Allum, and Brunton-Smith Forthcoming; Williams and Mallows 1970). Whereas the cross-sectional sample may be representative of a particular population, the panel sample has suffered from attrition over time. Unless adequate steps are taken to account for the resulting selectively of the panel, differences in responses between the two samples cannot be clearly attributed to panel conditioning.

Other researchers have estimated the magnitude of panel conditioning effects using data from rotating and/or overlapping panel survey designs such as the CPS or SIPP (Bailar 1975; Bailar 1989; McCormick, Butler, and Singh 1992; Pennell and Lepkowski 1992; U.S. Bureau of Labor Statistics 2000). The evidence for panel conditioning effects in the CPS, for example, is derived from a comparison of reported unemployment rates in a given calendar month by respondents in their first month in the panel to those in later months in the panel. Unless the sample weighting procedures fully account for panel attrition, however, any such differences may also be partly due to selective attrition across waves of the CPS. Sturgis et al. (Forthcoming) utilize a different strategy, estimating the magnitude of panel conditioning effects on attitudes by analyzing change over time in responses from a single panel of respondents. As they note, however, this design does not allow them to distinguish
panel conditioning effects from endogenous change over time in respondents’ attitudes.

To our knowledge only two studies have randomly assigned individuals to treatment (survey participant) and control (non-participant) groups in order to estimate the impact of panel conditioning (Kraut and McConahay 1973; Veroff, Hatchett, and Douvan 1992). Both found substantial evidence for panel conditioning effects, but each focused on a limited set of outcomes (voting in a primary election in one case, marital quality in the other). However, as with other research designs, even these experiments confounded panel attrition effects with panel conditioning effects. Indeed, neither study makes mention of the extent of panel attrition in their data.

Beyond their methodological problems, no prior research has systematically tested hypotheses about the conditions under which answering survey questions might alter a respondent’s attitudes, behaviors, or attributes (or at least their responses to questions about those things). It is true, as described below, that some researchers have speculated about the processes through which responding to survey questions conditions respondents’ answers to subsequent questions about particular attitudes or behaviors. For example, Clausen (1968) hypothesized that pre-election surveys “stimulate” respondents’ interest and engagement in the election process and thus make them more likely to vote. On the other hand, as noted above, Sen (1976) found no evidence that surveys of bird hunters “stimulated” respondents’ interest or engagement in bird hunting. What, theoretically, distinguishes these two examples? Why might panel conditioning effects be more pronounced for measures of some types of respondent attributes and less pronounced for others? Looking beyond their methodological problems in estimating the magnitude of panel conditioning effects, prior research has done little to theorize more broadly about the circumstances under which panel conditioning effects might present a serious threat to the validity and reliability of longitudinal data.
THEORETICAL BACKGROUND AND HYPOTHESES

Under what circumstances might we expect to observe panel conditioning effects? Under what circumstances might we not expect such effects? In this discussion, we begin by distinguishing between two distinct types of panel conditioning. The first type represents actual changes in respondents’ attributes between baseline and follow-up surveys that occur as the result of answering the baseline survey questions. The second type of panel conditioning represents situations in which responding to baseline survey questions affects responses to parallel questions on follow-up surveys, even though the underlying attributes do not actually change. When might responding to survey questions actually change respondents’ attitudes, behaviors, or other characteristics? When might responding to survey questions change respondents’ subsequent responses despite underlying stability in the attributes being described?

Real changes in attitudes as a result of panel conditioning

Most people conceive of attitudes as “crystallized” or fixed in people’s minds. Schuman and Presser (1981: 271) define “crystallized attitudes” as those “that exist independently of our measurement, and that when appropriately measured show high reliability.” In contrast, social psychologists, political scientists, and others view attitudes as varying a great deal in their degree of crystallization (e.g., Tourangeau, Rips, and Rasinsk 2000). Sturgis et al. (Forthcoming: 4), for example, note that “opinions are often weakly held, easily influenced, and founded on a rather thin informational base.” The implication is that respondents’ attitudes about some issues may be quite fluid and malleable, particularly when the topic is one about which respondents’ have given little thought or are not particularly knowledgeable. For instance, many people probably have quite well-established and fixed attitudes about the president’s job performance but less well-established and more malleable
attitudes about their county commissioners’ job performance.

With this conceptualization of attitudes in mind, research in survey methodology and experimental social psychology has shown that thinking about an attitude as a result of responding to a survey question has the potential to change that attitude (Millar and Tesser 1986; Sudman, Bradburn, and Schwarz 1996; Tesser 1978). Respondents who lack crystallized attitudes about a topic will nonetheless offer a response to a question about that attitude in a baseline survey. However, the act of participating in the baseline survey may set in motion a series of thoughts or actions that change that attitude by the time of a follow-up survey (Sturgis, Allum, and Brunton-Smith Forthcoming; Waterton and Lievesley 1989; Wilson, Dunn, Bybee, Hyman, and Rotondo 1984; Wilson, Kraft, and Dunn 1989; Wilson, LaFleur, and Anderson 1996). As a result, when asked about that attitude again in the follow-up survey some people’s responses may differ from their responses in the baseline survey. For example, the act of responding to a survey question about their attitudes about racial segregation may cause some people to reflect more deeply on that topic, to discuss the topic with others, or to otherwise reconsider their attitudes about that topic. As a consequence, some people’s attitudes about racial desegregation may be different the next time they are surveyed.

**HYPOTHESIS 1.**—Real changes in a particular attitude will occur as the result of responding to questions about that attitude when respondents’ initial attitudes are less crystallized and when the issue at hand is salient for respondents.

Put another way, we expect that responding to attitudinal survey questions about a topic will most strongly affect attitudes when respondents have not already developed strongly held or carefully-considered attitudes about that topic. Furthermore, this effect will only come about when the topic is an important or salient one for respondents. If the topic is trivial or irrelevant to respondents, they are less likely to reflect on or reconsider their attitude or discuss it with others as a result of reporting that attitude in a survey.
Real changes in behaviors as a result of panel conditioning

Under what circumstances might we expect to see panel conditioning effects on respondents’ actual behaviors? That is, under what circumstances might responding to survey questions about a particular behavior make respondents more or less likely to engage in that behavior?

To explain why participating in a pre-election survey increased respondents’ chances of voting, Clausen (1968) speculated that the survey “stimulated” respondents’ interest in the election; this increase in interest in the election led more respondents to turn out to the polls. In replicating and re-evaluating Clausen’s (1968) findings, Kraut and McConahay (1973) developed two alternative hypotheses. First, their “alienation reduction” hypothesis suggests that the personal, one-on-one contact with the survey interviewer changed respondents’ sense of alienation from the political process, reducing psychological barriers toward that process in many respondents’ minds. Second, their “self concept” hypothesis suggests that participating in the pre-election survey led many respondents to view themselves as more politically involved than they were prior to the pre-election survey; respondents who saw themselves as more politically involved were thus more likely to vote. Yalch (1976) evaluated each of these hypotheses, found little support for either of Kraut and McConahay’s (1973) hypotheses, and confirmed Clausen’s (1968) original “stimulation” hypothesis.

The commonalities in Clausen (1968) and Kraut and McConahay’s (1973) hypotheses are more broadly useful for understanding the conditions under which participating in a survey might affect respondents’ behaviors. In their own way each hypothesis suggests that the experience of responding to survey questions about a behavior alters respondents’ motivation to engage in that behavior. Based on this and other research, we suggest that there are two basic ways in which answering survey questions about a behavior may affect respondents’ motivation to engage in that behavior.
First, answering survey questions about a behavior may increase respondents’ interest in, awareness of, or information about that behavior. Beyond Clausen’s (1968) “stimulation” hypothesis—which focuses on the role of a survey in heightening respondents’ interest in a behavior—it seems clear that the survey experience may simply provide respondents with information that facilitates their ability to engage in a behavior. A survey of low-income individuals that focuses on their utilization of the State Children’s Health Insurance Program (SCHIP) may serve to inform many respondents that the SCHIP exists and is something for which their children may be eligible. Likewise, a survey of people’s end of life legal preparations may have the consequence of informing (or reminding) some respondents that having a living will and assigning durable power of attorney are things that they should consider doing.

**Hypothesis 2.**—Real changes in a particular behavior will occur as the result of responding to questions about that behavior when the questions serve to increase respondents’ interest in, awareness of, or information about that behavior. This effect will only come about when respondents are inclined to view that behavior as having some positive utility.

A survey of respondents’ blood donation behaviors may make them more aware of the benefits of blood donation and may make them better informed about the process of blood donation—thereby motivating some respondents to donate blood who otherwise would not have. The same may not be true for behaviors that have little positive utility for respondents. For example, a survey of respondents’ cocaine use may make them more aware of the risks of cocaine use and may make them better informed about the methods of using cocaine—but it is unlikely to motivate respondents to begin to use cocaine.

Second, answering questions about a behavior may lead to self-evaluation by some respondents that subsequently change their chances of engaging in that behavior. For example, a survey of respondents’ alcohol use may serve as an opportunity for respondents to reflect on that behavior; respondents who view their alcohol use as excessive may subsequently reduce their alcohol
use. More generally, answering questions about a behavior will affect respondents’ subsequent behavior when respondents are forced to give answers to questions that are negatively non-normative or that cause respondents to portray themselves in a way that does not fit with their self-conceptions (Fowler 1995).

HYPOTHESIS 3.—Real changes in a particular behavior will occur as the result of responding to questions about that behavior when the questions cause respondents to give negatively non-normative answers or to portray themselves in a way that does not fit with their self-image.

Responding to a survey in such a way that forces respondents to acknowledge that their behaviors are non-normative—and not in a positive way—or that does not accord with how respondents would like to view themselves may have the consequence of changing subsequent behaviors. A survey of charitable giving behaviors, for example, may lead some respondents to increase their charitable giving if the survey causes them to view themselves as being less generous than other people or less generous than they would like themselves to be.

Panel conditioning effects when the underlying attribute remains constant

In the preceding sections we developed hypotheses about the conditions under which participation in a baseline survey may actually change respondents’ attitudes or behaviors prior to a follow-up survey. Although there is evidence—as reviewed above—that attitudes and behaviors may actually be changed as a result of participating in a survey, there is good reason to suppose that another form of panel conditioning is at least as pervasive: respondents’ actual characteristics may remain unchanged between waves of a longitudinal survey, but the act of answering questions in a baseline survey may affect the answers that respondent provide in follow-up surveys. Previous research suggests three types of reasons for this form of panel conditioning.

First, improvements in the relationship between interviewers and respondents across waves of a longitudinal survey may influence respondents to indicate that their attitudes or behaviors have
changed even when no such change has actually occurred. Survey research methodologists have
found that respondents’ judgments about the relative benefits and risks associated with answering
survey questions are significantly related to the chances that respondents provide truthful answers
(Willis, Sirken, and Nathan 1994). As respondents become more familiar with the survey process and
with interviewers and interviewing organizations, respondents may become less suspicious of
interviewers and their confidence in the confidentiality of their responses may grow (Fowler 1995).
Furthermore, the tendency for survey respondents to give “socially desirable” answers (Tourangeau,
Rips, and Rasinsk 2000) may diminish as respondents’ trust in interviewers and survey research
projects grows (Waterton and Lievesley 1989). For all of these reasons we might expect respondents’
answers to questions about their attitudes and behaviors to become more truthful across survey waves.

Whereas respondents may be unwilling to report non-normative, socially inappropriate,
illegal, or embarrassing attitudes or behaviors in early waves of a longitudinal study, they may be
more willing to do so in later waves. Panel conditioning in this context comes about as respondents
come to trust interviewers and the survey research enterprise.

HYPOTHESIS 4.—Apparent changes across survey waves in respondents’ attitudes and
behaviors will occur as the result of improvements in the relationship between interviewers
and respondents. These changes will be most evident in respondents’ willingness to report
non-normative, socially inappropriate, illegal, or embarrassing attitudes or behaviors.

Second, longitudinal survey respondents may learn to manipulate the survey experience in
such a way that minimizes their burden but that also leads to the false impression that their attitudes or
behaviors have changed across survey waves. Bailar (1989: 18) notes that “respondents learn that
some responses mean additional questioning, so they may avoid giving certain answers.” Likewise,
Hernandez et al. (1999: 122) note that respondents learn in early waves of longitudinal surveys that
certain “trigger” responses lead to additional questions and to a longer interview. They speculate that
respondents are thus biased against giving those “trigger” responses in subsequent survey waves. For
example, respondents may learn in the baseline of a longitudinal telephone survey that they are subjected to five minutes of questioning about each sexual relationship that they had in the previous year. As a result, and in order to shorten the duration of their follow-up survey, respondents may underreport the number of sexual relationships that they had in the year preceding the follow-up survey. Although respondents’ actual number of sexual relationships per year may remain stable, this form of panel conditioning may give the false impression that respondents reduced their number of sexual relationships over time.

**HYPOTHESIS 5.—**Apparent changes across survey waves in respondents’ attitudes and behaviors will occur as respondents learn to manipulate the survey experience in such a way as to minimize their burden. These changes will be most evident in respondents’ willingness to report attitudes or behaviors that lead to additional questioning.

Third, respondents’ ability to provide accurate answers may improve across waves of a longitudinal survey, resulting in evidence of change across survey waves when no such change has occurred. Waterton and Livesly (1989) argued that repeated interviewing of the same respondents “leads to improved understanding [by respondents] of the rules that govern the interview process.” While this may lead to undesirable manipulation of the survey process (as described above), it may also lead to more accurate responses (Bailar 1989). For example, Hernandez et al. (1999: 122) contend that “participants might learn from earlier waves what is the information required for the survey; thus, they are more capable of compiling and processing the information required to provide accurate responses to the survey questions.”

**HYPOTHESIS 6.—**Apparent changes across survey waves in respondents’ attitudes and behaviors will occur as respondents learn to provide more accurate responses. These changes will be most evident in respondents’ ability to respond to attitudinal and behavioral questions that involve skip patterns or that require respondents to elaborate on their answers.

**Overview**

Previous investigations of the magnitude of panel conditioning effects have suffered from three basic
shortcomings. First, as described above, the typical research design utilized in those investigations has been methodologically weak—in particular, prior research has tended to conflate panel conditioning effects with panel attrition effects. Second, previous research has been limited in scope, considering a very limited range of substantive measures. Third, prior research has not systematically tested theoretically-derived hypotheses about the circumstances under which panel conditioning effects might arise. As a result, it is not clear how pervasive or how serious panel conditioning effects are, and there are no guidelines for users of longitudinal survey data that might help them to decide when panel conditioning effects are worth worrying about. As we outline in the next section, in our analyses we use a stronger research design and data on a wide range of attitudinal and behavioral measures to test the hypotheses spelled out above. The results of these analyses will improve our understanding of the magnitude of panel conditioning effects, as well as our knowledge about the conditions under which users of longitudinal survey data should be concerned about this form of bias.

**RESEARCH DESIGN AND METHODS**

Our analytic strategy for testing the above hypotheses is straightforward. To empirically identify and measure the effects of panel conditioning we compare members of a longitudinal panel (the “treatment” group) to statistically equivalent members of a fresh cross-sectional sample (the “control” group).¹ After making the appropriate adjustments for panel attrition, which we describe in substantial detail below, any differences that obtain between the two groups may be solely attributed to differences in their exposure (or lack thereof) to the survey instrument.

Unique design components in the CPS and the SOEP allow for just such a comparison. Although different in nature and content, both data sets are similar in one important respect—respondents are surveyed repeatedly and new members are periodically introduced or rotated into the panel. In the case of the CPS, panel members (or rotation groups) are enumerated on eight separate
occasions, spread across two equal time frames. After a rotation group enters the sample its members are surveyed for four consecutive months, left unenumerated during the subsequent eight months, and finally resurveyed for another four months. This design element guarantees that at any point in time, one-eighth of the sample is in the first month of enumeration (rotation group 1), one-eighth is in the second month (rotation group 2), and so forth. It also ensures differences across rotation groups in respondents’ familiarity with yearly CPS supplements like the Annual Social and Economic Supplement, such that in any given supplement half of the sample is responding to the add-on questions for the first time (rotation groups 1-4) whereas the other half (rotation groups 5-8) is not. Thus, we are able to test our hypotheses by comparing responses among individuals with previous exposure to a particular CPS item—either on the basic monthly survey or on one of the annual supplementary files—to those who were answering the question for the first time.

In the case of the SOEP, original sample members have been interviewed on an annual basis since 1984 (Wagner, Frick, and Schupp 2007). The survey instruments are comprised of wide array of behavioral and attitudinal items, including questions concerning respondents’ personality traits, physical and mental health, employment and professional mobility, earnings, education, social participation, biographical information, and sense of personal satisfaction. In order to maintain sufficient statistical power and ensure continued representativeness, new subsamples were added to the study in 1990, 1994, 1998, 2000, 2002, and, most recently, in 2006. Of these six additional subsamples, three are of particular interest for present analysis—the 1998 “E” subsample, the 2002 “F” subsample, and the 2006 “H” subsample, all of which were drawn using the same sampling scheme that was used to select members of the original longitudinal panel. This feature provides the basis for our treatment-control comparison: a subset of respondents was selected at random to be interviewed longitudinally in 1984 (the treatment group), and then in subsequent years new
respondents (the control group) were added—at random and using strictly comparable sampling methods—to the panel.

As we noted earlier, these comparisons are only instructive insofar as the treatment and control groups differ only with respect to their exposure to the survey instrument (or certain items on the survey instrument). We can imagine a number of scenarios in which this stipulation would be violated. It may be that patterns of non-response vary substantially and systematically across treatment and control groups. For example, original base-year members of the SOEP may be more likely to respond to the survey than individuals who were only just recently added to the panel—they are more heavily invested, they are more experienced respondents, and so forth. Even if response rates are identical for treatment and control group members, however, it is not obvious that non-responders among the treatment group will be the same, statistically, as non-responders among the control group. It may be, for instance, that non-responders in the CPS comprise a random 15% of the control group, but make up a more highly selective 15% of the treatment group. Recovering unbiased estimates of the magnitude of panel conditioning effects, therefore, depends in part on our ability to account for panel attrition in particular and differential response more generally.

To minimize the chances of conflating effects associated with panel conditioning with those attributable to panel attrition, we employ a post-stratification weighting technique (Wu and Sitter 2001). The methodology, which is often termed raking or sample-balancing (Deming and Stephan 1940; Little 1993; Stephan 1942), uses an iterative proportional fitting (IPF) algorithm to generate weights (Izrael, Hoaglin, and Battaglia 2000; Izrael, Hoaglin, and Battaglia 2004). These weights can, in turn, be used to correct for known discrepancies between a sample and a target population, which arise as a result of non-response or related coverage issues (see, e.g., Little 1993).
The raking procedure proceeds as follows. First, we tabulate marginals for the control group on a specified set of raking variables (hereafter referred to as marginal control totals). Our choice of raking variables was informed by two primary considerations: (1) they must be plausibly related to sample attrition; and (2) they cannot themselves be susceptible to panel conditioning effects. Both data sets include a wealth of sociodemographic indicators that satisfy these conditions, including age, gender, urban/rural status, race/ethnicity, nativity, geographic region, and marital status.

Next, the IPF algorithm uses the marginal control totals to compute the appropriate weights. The weights are first adjusted to be consistent with control totals from the marginal distribution of the first raking variable. The resulting weights are then recalibrated to the control totals for the second marginal distribution, a process that is repeated for each of the raking variables. One sequence of adjustments through all of the raking variables represents a single iteration. The algorithm iterates until the weighted marginals converge to the control totals (within a specified tolerance) for all of the marginal distributions simultaneously.

After implementing the weights neither the treatment nor the control group will necessarily be representative of any meaningful population; but that is relatively unimportant for our purposes. What is key is that the two groups are effectively equated to one another along a variety of dimensions so that comparison of responses across treatment and control groups can be more clearly attributable to panel conditioning effects.

**PRELIMINARY RESULTS**

In this section we provide a preliminary sketch of our results. For the sake of time and ease of exposition, we focus on a single hypothesis (Hypothesis 3) and limit our analysis to data from the CPS. In the paper version that we prepare for the PAA meetings in April, we will derive empirical expectations for each of our hypotheses; test appropriate attitudinal and behavioral
items from both the CPS and SOEP; and provide a fuller description and discussion of the results, as well as their implications for substantive research on social and economic well-being.

The logic of Hypothesis 3 suggests that respondents in the treatment group who are presented with behavioral questions that force them to provide non-normative answers or answers that do not fit with their own self-images will be less likely to report engaging in those behaviors in subsequent surveys. Two empirical expectations follow:

**EXPECTATION 3.1—**In a follow-up survey, the treatment and control groups will not differ in their responses to behavioral items that have not previously been presented to the treatment group.

**EXPECTATION 3.2—**In a follow-up survey, the treatment and control groups will differ in their responses to behavioral items that have previously been presented to the treatment group; treatment group members will be less likely to engage in non-normative or stigmatizing behaviors.

These expectations are best verified by examining responses to follow-up survey questions—some of which appeared on baseline surveys, others of which did not—about behaviors that may be deemed non-normative, embarrassing, or shameful.

The CPS contains a number of behavioral items that fit this description. Since January of 1998, for example, the basic monthly survey has asked respondents to report the means by which they obtained their high school leaving credential. Respondents are instructed to choose between two options, “graduation from high school” or “GED or equivalent”. Although the acquisition of equivalency degrees has become increasingly commonplace in recent decades (Warren and Halpern-Manners 2007), it by no means constitutes a normative educational outcome. Thus, if Hypothesis 3 is correct, we would expect to observe a relatively lower rate of GED acquisition among members of the treatment group in those months in which they had previously responded to the item in question (e.g., all months subsequent to January, 1998), and equal rates in the month in which the GED item was first added to the survey.
Figure 1 gives the percent completing high school via a GED, disaggregated by respondents’ month in sample and the calendar month of the survey. In order to maintain the basic integrity of our research design, the sample is restricted to CPS reference individuals who were not members of “replacement” households, for whom information was not collected via proxy, and for whom values on the variable of interest were not allocated or otherwise imputed. Because the administration of the CPS varies slightly depending on respondents’ month in sample (field operatives are permitted to interview respondents in months 2-4 and 5-8 via telephone), the sample was further restricted to respondents who completed the survey via computer-assisted personal interviewing (CAPI). Solid dots represent point estimates and the attached line segments give 95% confidence intervals. Post-stratification weights are applied throughout in order to adjust for panel attrition in months 2-8.

We find clear support for both of our empirical expectations. As indicated by the two leftmost estimates in Figure 1, we do not observe a statistically significant difference between the estimates obtained for the treatment and control groups in the month in which the GED question was first added to the CPS. We do, however, observe statistically significant differences in subsequent months. In January of 2003, respondents who had previously encountered the GED question were 1.5 percentage points less likely to report obtaining a GED than respondents who were encountering the item for the first time. The observed difference is even more pronounced in January of 2008—respondents in months 2-8 of the CPS were roughly 3.5 percentage points less likely to say that they completed high school via a GED, a difference that amounts to a nearly 30 percent decline. To put this latter percentage into better context, a 30 percent decline in the number of GEDs issued to 16-19 year olds in 2007—and a corresponding increase in regular diplomas—would imply that an additional 60,000 young people graduated
from high school, as opposed to obtaining an equivalency degree (authors' own calculations using data from GED Testing Service 2008).

**CONCLUSION**

We find preliminary support for Hypothesis 3 using this particular measure form the CPS. Whether we will also find support for this or other hypotheses using other measures from the CPS and German SOEP remains to be seen. By PAA we will have carried out analyses using both data sets sufficient to test each hypotheses, usually with multiple indicators for each hypothesis and resulting empirical expectation.

The methodological value of our work is potentially large. We stand to gain a great deal of basic information about both the magnitude of panel conditioning effects as well as the circumstances under which we might most be concerned about this form of bias. Beyond this, the substantive focus of our test measures---virtually all of which concern some central aspect of social and economic well being---mean that our work will have particular salience for research in this area.
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ENDNOTES

1 Note that we use the terms “treatment group” and “control group” for heuristic purposes only. Although respondents are exogenously (and randomly) assigned to the different groups, we recognize that our research design and general analytic strategy does not technically amount to a controlled experiment.

2 Our description of the raking procedure, the specific raking variables that we used, coding decisions, and various diagnostic issues, is obviously incomplete. We intend to present a much fuller and more technical discussion of our sample-balancing technique in subsequent drafts, including the draft that we present at the PAA meetings April.
Figure 1. Percent Completing High School via a GED in the CPS Basic Monthly Survey, by Month in Sample and Calendar Month

Note: Sample restricted to CPS reference individuals who were not members of “replacement” households, for whom information was not collected by proxy, for whom the interview was completed via CAPI, and for whom values on the variable of interest were not allocated. Solid dots represent point estimates and lines represent 95% confidence intervals. Post-stratification weights were used to adjust for panel attrition in Months 2-8. See text for further details.